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Abstract 

In this paper, utilizing three variable work focuses we have talked about a productive third 

arrange method for the arrangement of nonlinear integro-differential condition and the use 

of TAGE and Newton-TAGE iterative methods proposed by Evans. Since these TAGE 

methods are express in nature and coupled minimally, they are reasonable for use on 

parallel PCs. In this paper, we give deduction of scientific method in subtle elements. We 

examine the utilization of TAGE and Newton-TAGE iterative methods for the arrangement 

of linear and nonlinear integro-differential condition. Blunder investigation of the method 

is additionally talked about in subtle elements. We analyze the numerical outcomes 

acquired by the proposed iterative methods with the comparing progressive over 

unwinding (SOR) and Newton-SOR iterative methods. 

1. INTRODUCTION 

A few physical issues are portrayed numerically by linear and nonlinear integro differential 

equations. These equations emerge normally in various fields of material science, liquid 

elements, natural models, synthetic energy, for example, electric circuit investigation, 

disseminating hypothesis, colloidal scattering and many body issues. Most of the 

physically critical integro-differential equations can't be fathomed logically. So it is 

required to get productive numerical methods whose arrangements are of incredible 

significance to specialists and researchers. There has as of late been much consideration 

gave to the look for better numerical method for deciding an answer for both linear and 
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nonlinear models. In 1984, Jain et al. have determined variable work methods for the 

arrangement of two-point nonlinear boundary value issues, in any case, their methods are 

not relevant to differential equations with singular coefficients. Of late, Grossmann et al 

have given different methods for the numerical arrangement of two-point boundary value 

issues.  

2. DEVELOPMENT OF THE METHOD 

We discretize the solution region [0, 1] with the non-uniform mesh to such an extent that 

0 < 𝑥0 < 𝑥1 ……… < 𝑥𝑁+1 = 1  Our method comprises of three lattice focuses, 

𝑥1 , 𝑥𝑙+1 and 𝑥𝑖−1 where 𝑥𝑙 − 𝑥𝑙−1 = ℎ and𝑥𝑙+1 − 𝑥1 = ℎ𝑙+1. Grid points focuses are given 

by 𝑥1 − 𝑥0 +  ℎ1
𝑖
𝑙=1 , 𝑖 = 1 1 𝑁 + 1 . The mesh proportion 𝜎1 =  

ℎ𝑙+1
ℎ1 . At the point 

when 𝜎1 = 1, our method diminishes to the steady mesh case. The standard 5-point 

discretization of integro-differential condition is acquired utilizing third arrange variable 

mesh approximations for 𝑦′  what's more,𝑦′′  . This requires the utilization of invented 

focuses outside the solution. This requires the utilization of invented focuses outside the 

solution region. The third request variable mesh method, which we present here, is in light 

of just three grid focuses𝑥𝑙 , 𝑥𝑙±1. This implies no invented focuses for fusing the boundary 

conditions are required.  

Give the correct solution of 𝑦 at the matrix a chance to point 𝑥𝑙  be signified by 𝑌1 =

𝑦 𝑥1  what's more, 𝑦1  be the inexact value of 𝑌𝑙 . 

 All through our dialog, we think about 𝑁 as odd, i.e. our solution region contains odd 

number of interior lattice focuses. 

APPLICATION OF TAGE ITERATIVE ALGORITHM 

Incorporating the boundary conditions 𝑦0 = 𝐴 and 𝑦𝑁+1 = 𝐵, we can re-write the linear 

difference equation in matrix form: 

(𝐴1 + 𝐴2)𝑦 = 𝑅𝐻                           (1) 
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Then the TAGE iterative method (see Evans) may be written as: 

                           (2a) 

                           (2b) 

Where 𝑦∗ is an intermediate vector. 

Let us denote 𝑑1 = 𝑏1 + 𝜔1 , 𝑒1 = 𝑏1 − 𝜔1 , 𝑝1 = 𝑏1 + 𝜔2 and 𝑞1 = 𝑏1 − 𝜔2 , then the 

TAGE method (2a) and (2b) in matrix form may be written as 

Since (𝐴1 + 𝜔1𝐼) and (𝐴2 + 𝜔2𝐼) are non-singular, hence we can write the TAGE method 

in the explicit form 

                    (3a)  

                 (3b) 

Simplifying (3a) and (3b), we obtain the following algorithms: 
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Where  

Then 𝑦1
∗ =

(𝑅1𝑑𝑙+1 − 𝑅2𝑐1)
∆1

                            (3c) 

𝑦𝑙+1
∗ =

(𝑅2𝑑𝑙 − 𝑅1𝑎𝑙+1)
∆1

                            (4a) 

Finally for 𝑙 = 𝑁, we have 

 

Sweep –II: For 𝑙 = 1, we have  

For 𝑙 = 2 2 𝑁 − 1, let ∆2=  𝑝1𝑝𝑙+1 − 𝑐1𝑎𝑙+1 ≠ 0 

 

 

Where  

Then, 

                           (4b) 

                           (4c)               

4. CONVERGENCE ANALYSIS 

In this area we give the convergence analysis of the TAGE iterative method (3a) and (3b). 
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Since 𝐴1 and 𝐴2 are just made out of sub-matrices and single diagonal sections, we can 

undoubtedly assess their eigenvalues. 

The eigenvalues 𝜆 of 𝐴1  are given by 

𝜆 = 𝑏𝑛  

And  𝜆 −  𝑏𝑘  𝜆 −  𝑏𝑘+1 − 𝑦𝑘  
2 = 0, 𝑘 = 1 2 𝑁 − 2                            (5) 

Where 𝑌𝑘 =   𝑎𝑘+1 + 𝑐𝑘 > 0. 

Let the range of 𝜆 be given by 𝑎  ≤ 𝜆 ≤ 𝑏 . 

The eigen values 𝜂 of 𝐴2are given by 

𝜂 = 𝑏1 

And  𝜂 − 𝑏𝑘  𝜂 − 𝑏𝑘+1 − 𝑦𝑘  
2 = 0, 𝑘 = 2 2 𝑁 − 1                           (6) 

Let the range of 𝜂 be given by 𝑐  ≤ 𝜂 ≤ 𝑑 . 

Combining (3.4.2a) and (3.4.2b), we have the TAGE iterative method 

𝑦 𝑠+1 = 𝐺𝑦𝑠 + 𝑔                           (7) 

Where  

 

It is clear that the TAGE iterative method (4a) and (4b) or (5) converges to the exact 

solution 𝑦 = (𝐴1 +  𝐴2)−1𝑅𝐻  if and only if the spectral radius S 𝐺 of the iteration 

matrix 𝐺 is less than unity. 

Now, we study the convergence of the TAGE method which is governed by the norms of 

the matrix 𝐺. 

We show that𝑆 𝐺 < 1  for any 𝜔1 > 0  and 𝜔2 > 0  

Let 𝐷 be a diagonal matrix given by 
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𝐷 = 𝑑𝑖𝑎𝑔 1, 𝑑2 , 𝑑3, …… , 𝑑𝑁                            (8) 

Where  

This implies                            (9)                         

Where  

Consider the matrices 𝐴1 
∗ and 𝐴1 

∗ which are similar to 𝐴1  and 𝐴2 respectively and are given 

by 

By the help of (2) and (3) from (4a) and (4b), we obtain 

                           (10a) 

             (10b) 

5. COMPUTATIONAL RESULTS 

We have tackled the accompanying benchmark issues on both uniform and non-uniform 

work whose correct solutions are known to us and contrasted the outcomes and the 

comparing successive over relaxation (SOR) and Newton-SOR method (see Hageman and 

Young). For uniform work we take 𝜎1 = 𝜎 = 1  furthermore, for non-uniform work, we 

take 𝜎1 = 𝜎 = 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  ≠ 1 , 𝑙 = 1 1 𝑁 + 1   . At that point the estimation of first 

work dividing on the left is 

                           (11) 

Hence, for non-uniform work, given the value of 𝑁 and 𝜎, we can figure ℎ1from the above 

relation and the rest of the work is resolved from ℎ𝑙+1 =  𝜎ℎ1 , 𝑙 = 1 1 𝑁. 

For example: Let 𝑁 = 11 (odd number of internal mesh points) 
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Let 𝜎 = 0.8 then ℎ1 =  
(1−0.8)

(1−0.812 )
 

and consequently . 

While this sort of restriction isn't material to uniform work case. By taking𝜎1 = 𝜎 = 1  , 

we can apply techniques (10), (2) and (11) specifically to uniform work. All calculations 

were completed in MATLAB figuring dialect. In all cases, we have thought about 𝑦(0) = 0 

and the iterations were ceased when the supreme blunder resistance  𝑦 𝑠+1 − 𝑦 𝑠  ≤

10−10 was accomplished.  

Example 3.1: (Linear Singular Problem) 

,  

0 < 𝑥 < 1, 0 < 𝑠 < 1 

The boundary values are given by𝑦 0 = 0, 𝑦 1 =
 𝑒−𝑒−1 

2
 

The correct solution of the issue is given by is given by𝑦 𝑥 =  𝑥2𝑠𝑖𝑛ℎ𝑥.The root mean 

square (RMS) mistakes, optimal values 𝜔𝑜𝑝𝑡 , 𝜔1𝑜𝑝𝑡 , 𝜔2𝑜𝑝𝑡  of relaxation parameters and 

number of iterations both for TAGE and SOR methods are organized in Table 1(A) for 

 ∝, 𝜎 =  1, 1.1  what's more  ∝, 𝜎 = (2,0.9), and in Table 1(B) for and , separately. 

Table 1(A) 

Example-1: The RMS Errors (non uniform mesh case) 

∝= 1, σ = 1.1 
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∝= 2, σ = 0.9 

 

Non-uniform mesh case 

 

Fig 1(a) Comparison of plots of solution  

 

Fig 1(b) Comparison of plots of solution  
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CONCLUSION 

We have introduced another three point variable work technique for exactness for the 

solution of second request nonlinear two point limit value issue with driving capacities in 

integral frame. Be that as it may, for the proposed technique lessens to a constant work 

strategy. The proposed strategy is pertinent when the quantity of inward network points of 

the solution space is odd. This technique is effectively connected to linear and nonlinear 

issues with particular coefficients. 

REFERENCES 

[1]. Barbeau, Edward J. Pell's Equationh, Problem Books in Mathematics. New York: 

Springer-Verlag (2003) 

[2]. Pingree, D. Biography in Dictionary of Scientific Biography 1970-1990. New York 

(2000) 

[3]. Mahoney, M.S. and Michael Sean. The Mathematical Career of Pierre de Fermat, 

1601-1665. Princeton, New Jersey: Princeton University Press (1994) 239-245 

[4]. Busard, H.L.L. Biography in Dictionary of Scientific Biography 1970-1990. New 

York: JOC/EFR©JULY (2000)  

[5]. Scriba, C.J. Biography in Dictionary of Scientific Biography 1970-1990. New 

York: JOC/EFR (February 168 2002) 

[6]. Demeyer, Jeroen. "Diophantine sets over polynomial rings and Hilbert's Tenth 

Problem for function fields", Ph.D. Thesis. Universiteit Gent., p.70 

[7]. Lenstra, H.W. Jr. "Solving the Pell Equation", Notices of the American 

Mathematical Society, 49(2) (2002) 182-192 

[8]. Arıkoğlu, I. Özkol, Solution of boundary value problems for integro-differential 

equations by using differential transform method, Applied Mathematics and 

Computation 168, 1145-1158, 2005.  

 

http://www.ijmra.us/

